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#### Abstract

I reproduce Cohen's method for determining lattice constants for cubic crystals, and show explicitly the analysis for hexagonal/rhombohedral crystals. In both cubic and hexagonal/rhombohedral cases we derive the normal equations and their analytic solutions. Cohen's derivation is slightly generalized to show how the analysis works with an arbitrary error function $F(\theta)$. An example Excel spreadsheet performing the analysis for hexagonal/rhombohedral crystals is shown.


## INTRODUCTION

You have performed an x-ray diffraction experiment, and found diffraction peaks at angles $\theta_{i}$. You've managed to index each peak to indices $(h k l)_{i}$, and for the moment we'll assume you've proven that your system is cubic. For each peak $\theta_{i}$, you could then calculate a lattice parameter $a_{i}$ according to

$$
\begin{equation*}
\frac{\lambda^{2}}{4 a_{i}^{2}}\left(h^{2}+k^{2}+l^{2}\right)_{i}=\sin ^{2} \theta_{i} \tag{1}
\end{equation*}
$$

where $\lambda$ is the wavelength of the incident radiation. Now you have a set of $a_{i}$, but how do you determine the best estimate of $a$ from that set? You could just average the $a_{i}$, which would be a decent estimate, but that neglects the fact that the systematic uncertainty in your diffractometer is not constant, but dependent on $\theta$. What one would like to do is find the lattice constant $a$ that best fits the set of lattice constants from individual diffraction peaks $a_{i}$ weighted by the systematic uncertainty in the diffraction experiment. That is, weight the $a_{i}$ more strongly where the diffractometer is more accurate.

The problem at hand is then to find the lattice constant(s) that best fit the experimental data accounting for systematic error. The data in this case is presumed to be a table of $\sin ^{2} \theta$ values for diffraction peaks along with their (hkl) indices. Cohen's method[1] starts by presuming angular-dependent systematic error in $\sin ^{2} \theta$ values of $D F(\theta)$, where $D$ is a (specimen-dependent) constant and $F(\theta)$ is the function describing the systematic error. Given the error function, the method performs a least-squares analysis to find the lattice constants.

## ERROR FUNCTIONS

First, we need an error function. The simplest case is the error function of Bradley and Jay[2], who found theoretically that errors due to absorption and eccentricity of the sample dominate, and give an uncertainty in interplanar spacing of

$$
\begin{equation*}
\frac{\Delta d}{d} \propto \cos ^{2} \theta \tag{2}
\end{equation*}
$$

We can relate this to the uncertainty in the measured $\sin ^{2} \theta$ values in the following way. First, square Bragg's law, and take the logarithm:

$$
\begin{align*}
n^{2} \lambda^{2} & =4 d^{2} \sin ^{2} \theta \quad \text { or } \quad \frac{n^{2} \lambda^{2}}{4}=4 d^{2} \sin ^{2} \theta  \tag{3}\\
2 \log \frac{n \lambda}{2} & =\log \sin ^{2} \theta+2 \log d+2 \log 2 \tag{4}
\end{align*}
$$

Now differentiate (treating $u=\sin ^{2} \theta$ as a variable, and $n \lambda$ as a constant), and

$$
\begin{align*}
0 & =\frac{\Delta \sin ^{2} \theta}{\sin ^{2} \theta}+\frac{2 \Delta d}{d}  \tag{5}\\
-2 \frac{\Delta d}{d} & =\frac{\Delta \sin ^{2} \theta}{\sin ^{2} \theta}  \tag{6}\\
\text { or } \quad \frac{\Delta d}{d} & \propto \frac{\Delta \sin ^{2} \theta}{\sin ^{2} \theta} \tag{7}
\end{align*}
$$

Then we can write the uncertainty in $\sin ^{2} \theta$ due to systematic uncertainties using Eq. 2 as

$$
\begin{equation*}
\Delta \sin ^{2} \theta=\frac{\Delta d}{d} \sin ^{2} \theta=\cos ^{2} \theta \sin ^{2} \theta \propto \sin ^{2} 2 \theta \equiv F(\theta) \tag{8}
\end{equation*}
$$

A better error function was determined experimentally by Nelson and Riley:[3]

$$
\begin{equation*}
\frac{\Delta d}{d} \propto \frac{\cos ^{2} \theta}{\sin \theta}+\frac{\cos ^{2} \theta}{\theta} \tag{9}
\end{equation*}
$$

Proceeding as above, we can relate this to the uncertainty in $\sin ^{2} \theta$ values:

$$
\begin{equation*}
\Delta \sin ^{2} \theta=\frac{1}{2} \sin ^{2} 2 \theta\left(\frac{1}{\sin \theta}+\frac{1}{\theta}\right) \equiv F(\theta) \tag{10}
\end{equation*}
$$

Given an error function $F(\theta)$, we can proceed. Which one to choose? For the experimental data in Fig. 1, covering an angular range of $\theta \in\{15,50\}$, the difference in lattice constants determined by the two error functions above was about $0.03 \%$. Unless you are doing very high precision work on single crystals, it probably doesn't matter. Nelson \& Riley's paper does spell out the details and differences.[3]

## CUBIC CRYSTALS

The measured values of $\sin ^{2} \theta$ can be related to the lattice constants and hkl indices accounting for the systematic error. For a cubic crystal, in the absence of errors, we have

$$
\begin{equation*}
A\left(h^{2}+k^{2}+l^{2}\right)_{i}=\sin ^{2} \theta_{i} \tag{11}
\end{equation*}
$$

for each peak $i$ where $A=\lambda^{2} / 4 a_{o}^{2}$. Here the left-hand side is the predicted value from the lattice constant $a_{o}$ and the (hkl) indices, while the right-hand side is the experimentally determined value of $\sin ^{2} \theta_{i}$. Including the systematic errors means adding our systematic error to our prediction to better approximate the experimental data. That means adding a (specimen-dependent) constant $D$ times our error function to the predicted values:

$$
\begin{equation*}
A\left(h^{2}+k^{2}+l^{2}\right)_{i}+D F\left(\theta_{i}\right)=\sin ^{2} \theta_{i} \tag{12}
\end{equation*}
$$

For convenience, we define $\alpha_{i}=\left(h^{2}+k^{2}+l^{2}\right)_{i}$ and $\delta_{i}=F\left(\theta_{i}\right)$. For the Bradley and Jay error function, $\delta_{i}=10 \sin ^{2} 2 \theta_{i}$, and for the Nelson-Riley function, $\delta_{i}=10 \sin ^{2} 2 \theta_{i}\left(1 / \sin \theta_{i}+1 / \theta_{i}\right)$.[4] With these definitions we can write,

$$
\begin{equation*}
A \alpha_{i}+D \delta_{i}=\sin ^{2} \theta_{i} \tag{13}
\end{equation*}
$$

now the left-hand side is the predicted value of $\sin ^{2} \theta$ including errors, and the right-hand side is the experimental value of $\sin ^{2} \theta$. We wish to find the A and D that minimize the sum of the squared differences $\epsilon_{i}^{2}$ between measurement (RHS) and prediction (LHS). That is, we should minimize

$$
\begin{equation*}
\sum_{i}\left(A \alpha_{i}+D \delta_{i}-\sin ^{2} \theta_{i}\right)^{2}=\sum_{i} \epsilon_{i}^{2} \equiv \epsilon_{t}^{2} \tag{14}
\end{equation*}
$$

If $\epsilon_{t}^{2}$ is minimal, then derivatives of $\epsilon_{t}^{2}$ with respect to $A$ or $D$ should be zero.

$$
\begin{align*}
& \frac{d \epsilon_{t}^{2}}{d A}=\sum_{i} 2 \alpha_{i}\left(A \alpha_{i}+D \delta_{i}-\sin ^{2} \theta_{i}\right)=0  \tag{15}\\
& \frac{d \epsilon_{t}^{2}}{d D}=\sum_{i} 2 \delta_{i}\left(A \alpha_{i}+D \delta_{i}-\sin ^{2} \theta_{i}\right)=0 \tag{16}
\end{align*}
$$

Simplifying gives the two normal equations:

$$
\begin{align*}
& A \sum_{i} \alpha_{i}^{2}+D \sum_{i} \alpha_{i} \delta_{i}=\sum_{i} \alpha_{i} \sin ^{2} \theta_{i}  \tag{17}\\
& A \sum_{i} \alpha_{i} \delta_{i}+D \sum_{i} \delta_{i}^{2}+\sum_{i} \delta_{i} \sin ^{2} \theta_{i} \tag{18}
\end{align*}
$$

The experimental data determines all but $A$ and $D$. Solving these two equations simultaneously for $A$ and $D$ yields the lattice parameter $a_{o}$. With some tedium, one can show

$$
\begin{align*}
A & =\lambda^{2} / 4 a_{o}^{2}=\frac{\left(\sum_{i} \alpha_{i} \sin ^{2} \theta_{i}\right)\left(\sum_{i} \delta_{i}^{2}\right)-\left(\sum_{i} \alpha_{i} \delta_{i}\right)\left(\sum_{i} \delta_{i} \sin ^{2} \theta_{i}\right)}{\left(\sum_{i} \alpha_{i}^{2}\right)\left(\sum_{i} \delta_{i}^{2}\right)-\left(\sum_{i} \alpha_{i} \delta_{i}\right)^{2}}  \tag{19}\\
a_{o} & =\frac{\lambda}{2} \sqrt{\frac{\left(\sum_{i} \alpha_{i}^{2}\right)\left(\sum_{i} \delta_{i}^{2}\right)-\left(\sum_{i} \alpha_{i} \delta_{i}\right)^{2}}{\left(\sum_{i} \alpha_{i} \sin ^{2} \theta_{i}\right)\left(\sum_{i} \delta_{i}^{2}\right)-\left(\sum_{i} \alpha_{i} \delta_{i}\right)\left(\sum_{i} \delta_{i} \sin ^{2} \theta_{i}\right)}} \tag{20}
\end{align*}
$$

## HEXAGONAL CRYSTALS

For a hexagonal system, with no errors we have

$$
\begin{equation*}
A\left(h^{2}+h k+k^{2}\right)_{i}+C l_{i}^{2}=\sin ^{2} \theta_{i} \tag{21}
\end{equation*}
$$

Where $A=\lambda^{2} / 3 a_{o}^{2}$ and $C=\lambda^{2} / 4 c_{o}^{2}$. As in the cubic case, we can simplify this further:

$$
\begin{equation*}
\alpha_{i} A+\gamma_{i} C=\sin ^{2} \theta_{i} \tag{22}
\end{equation*}
$$

where $\alpha_{i}=\left(h^{2}+h k+k^{2}\right)_{i}$ and $\gamma_{i}=l^{2}$. Including errors as above, we have

$$
\begin{equation*}
\alpha_{i} A+\gamma_{i} C+\delta_{i} D=\sin ^{2} \theta_{i} \tag{23}
\end{equation*}
$$

with again $\delta_{i}=F\left(\theta_{i}\right)$. The sum of the squared differences between measurement and prediction are then

$$
\begin{equation*}
\sum_{i}\left(A \alpha_{i}+C \gamma_{i}+D \delta_{i}-\sin ^{2} \theta_{i}\right)^{2}=\sum_{i} \epsilon_{i}^{2} \equiv \epsilon_{t}^{2} \tag{24}
\end{equation*}
$$

The normal equations are found from derivatives of $\epsilon_{t}^{2}$ with respect to $\mathrm{A}, \mathrm{C}$, and D :

$$
\begin{align*}
\frac{d \epsilon_{t}^{2}}{d A} & =\sum_{i} 2 \alpha_{i}\left(\alpha_{i} A+\gamma_{i} C+\delta_{i} D-\sin ^{2} \theta_{i}\right)=0  \tag{25}\\
\frac{d \epsilon_{t}^{2}}{d C} & =\sum_{i} 2 \gamma_{i}\left(\alpha_{i} A+\gamma_{i} C+\delta_{i} D-\sin ^{2} \theta_{i}\right)=0  \tag{26}\\
\frac{d \epsilon_{t}^{2}}{d D} & =\sum_{i} 2 \delta_{i}\left(\alpha_{i} A+\gamma_{i} C+\delta_{i} D-\sin ^{2} \theta_{i}\right)=0 \tag{27}
\end{align*}
$$

Simplifying,

$$
\begin{align*}
& A \sum_{i} \alpha_{i}^{2}+C \sum_{i} \alpha_{i} \gamma_{i}+D \sum_{i} \alpha_{i} \delta_{i}=\sum_{i} \alpha_{i} \sin ^{2} \theta_{i}  \tag{28}\\
& A \sum_{i} \alpha_{i} \gamma_{i}+C \sum_{i} \gamma_{i}^{2}+D \sum_{i} \gamma_{i} \delta_{i}=\sum_{i} \gamma_{i} \sin ^{2} \theta_{i}  \tag{29}\\
& A \sum_{i} \alpha_{i} \delta_{i}+C \sum_{i} \gamma_{i} \delta_{i}+D \sum_{i} \delta_{i}^{2}=\sum_{i} \delta_{i} \sin ^{2} \theta_{i} \tag{30}
\end{align*}
$$

Using the experimental values for the sums involving $\alpha_{i}, \delta_{i}, \gamma_{i}$ and $\sin ^{2} \theta_{i}$, we are left with a system of 3 equations and 3 unknowns. Solving them gives $A$ and $C$, which can be used to obtain $a_{o}$ and $c_{o}$. One can solve these equations analytically for $A$ and $C$ with a great deal of effort better spent by a computer. Here are the results for $A$ and $C$ in case you are curious:

$$
\begin{align*}
A= & \frac{A^{\prime}}{A_{D}}  \tag{31}\\
A^{\prime}= & \sum_{i} \alpha_{i} \sin ^{2} \theta_{i} \sum_{i} \gamma_{i}^{2} \sum_{i} \delta_{i}^{2}+\sum_{i} \alpha_{i} \gamma_{i} \sum_{i} \gamma_{i} \delta_{i} \sum_{i} \delta_{i} \sin ^{2} \theta_{i}+\sum_{i} \alpha_{i} \delta_{i} \sum_{i} \gamma_{i} \sin ^{2} \theta_{i} \sum_{i} \gamma_{i} \delta_{i} \\
& -\sum_{i} \alpha_{i} \delta_{i} \sum_{i} \gamma_{i}^{2} \sum_{i} \delta_{i} \sin ^{2} \theta_{i}-\sum_{i} \alpha_{i} \gamma_{i} \sum_{i} \gamma_{i} \sin ^{2} \theta_{i} \sum_{i} \delta_{i}^{2}-\sum_{i} \alpha_{i} \sin ^{2} \theta_{i} \sum_{i} \gamma_{i} \delta_{i} \sum_{i} \gamma_{i} \delta_{i}  \tag{32}\\
A_{D}= & \sum_{i} \alpha_{i} \gamma_{i} \sum_{i} \gamma_{i}^{2} \sum_{i} \delta_{i}^{2}+2 \sum_{i} \alpha_{i} \gamma_{i} \sum_{i} \alpha_{i} \delta_{i} \sum_{i} \gamma_{i} \delta_{i}-\sum_{i} \gamma_{i}^{2} \sum_{i} \alpha_{i} \delta_{i}^{2}-\sum_{i} \delta_{i}^{2} \sum_{i} \alpha_{i} \gamma_{i}^{2}-\sum_{i} \alpha_{i}^{2} \sum_{i} \gamma_{i} \delta_{i}^{2}  \tag{33}\\
C= & \frac{C^{\prime}}{A_{D}}  \tag{34}\\
C^{\prime}= & \sum_{i} \alpha_{i}^{2} \sum_{i} \gamma_{i} \sin ^{2} \theta_{i} \sum_{i} \delta_{i}^{2}+\sum_{i} \alpha_{i} \sin ^{2} \theta_{i} \sum_{i} \gamma_{i} \delta_{i} \sum_{i} \alpha_{i} \delta_{i}+\sum_{i} \alpha_{i} \sin ^{2} \theta_{i} \sum_{i} \alpha_{i} \gamma_{i} \sum_{i} \delta_{i} \sin ^{2} \theta_{i} \\
& \quad-\sum_{i} \alpha_{i} \sin ^{2} \theta_{i} \sum_{i} \gamma_{i} \sin ^{2} \theta_{i} \sum_{i} \alpha_{i} \delta_{i}-\sum_{i} \alpha_{i} \sin ^{2} \theta_{i} \sum_{i} \alpha_{i} \gamma_{i} \sum_{i} \delta_{i}^{2}-\sum_{i} \alpha_{i}^{2} \sum_{i} \gamma_{i} \delta_{i} \sum_{i} \delta_{i} \sin ^{2} \theta_{i}  \tag{35}\\
A_{D}= & \sum_{i} \alpha_{i} \gamma_{i} \sum_{i} \gamma_{i}^{2} \sum_{i} \delta_{i}^{2}+2 \sum_{i} \alpha_{i} \gamma_{i} \sum_{i} \alpha_{i} \delta_{i} \sum_{i} \gamma_{i} \delta_{i}-\sum_{i} \gamma_{i}^{2} \sum_{i} \alpha_{i} \delta_{i}^{2}-\sum_{i} \delta_{i}^{2} \sum_{i} \alpha_{i} \gamma_{i}^{2}-\sum_{i} \alpha_{i}^{2} \sum_{i} \gamma_{i} \delta_{i}^{2} \tag{36}
\end{align*}
$$

As you can see above, it is far too tedious to write down a general solution in terms of the various sums. After arriving at the normal equations, it is much more sensible to use numerical matrix methods to solve for $A$ and $D$. Figure 1 shows how to do the calculations in Excel using matrix methods, given a list of peak angles, hkl indices, and the incident radiation wavelength.

Alternatively, one can start by considering the $\sin ^{2} \theta_{i}$ values to be a three-dimensional function and use standard curve fitting methods. Our function is

$$
\begin{equation*}
f\left(\theta_{i}\right)=\sin ^{2} \theta_{i}=\alpha_{i} A+\gamma_{i} C+\delta_{i} D \tag{37}
\end{equation*}
$$

From the experimental data, construct columns of data $\left(\alpha_{i}, \gamma_{i}, \delta_{i}, \sin ^{2} \theta_{i}\right)=(x, y, z, f)$ and fit the data to a linear function $f=A x+C y+D z$. This has the advantage that most fitting routines (e.g., in OriginLab) will include uncertainty in the estimated parameters and covariances. [5]

FIG. 1: Example excel sheet
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[4] The factor 10 is to make all terms of comparable size.
[5] Don't forget to propagate uncertainties when going from $A$ to $a$. Since $a=\lambda / \sqrt{3 A}$, the uncertainty in $a$ is related to the uncertainty in $A$ by $\delta a=\frac{1}{2} \frac{\delta A}{A} a$.

